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Abstract—This paper presents a detailed three-phase analysis
of very large real-life distribution networks using the Electromag-
netic Transients Program (EMTP). All main network elements, in-
cluding relay protection devices, are accurately modeled consid-
ering their control sequences. Model validation is achieved with
steady-state and transient simulations. The time-domain results
are compared with field-validated load-flow simulations for several
loading conditions including first and second contingencies. Simu-
lations of fault conditions are also matched against known results
at different locations around the network. Moreover, time-domain
simulations of recorded transient events show very good agree-
ment. Different transient scenarios are investigated. The new pro-
gram can be used for the assessment of symmetrical as well as
unsymmetrical faults, for studies of different switching scenarios,
penetration of distributed generation, and smart grid technologies.

Index Terms—Power distribution, power system modeling,
switching transients, time-domain analysis.

I. INTRODUCTION

M ODERN metropolitan distribution networks can be ex-
tremely large and complex. In the last few years, sig-

nificant efforts have been made to respond to the challenges
they face with smart technologies. The primary goals of these
efforts concentrate on improvement of reliability, cost reduc-
tion, and better utilization of the installed equipment. Recon-
figurable distribution networks with smart switching and con-
trol are considered as a promising solution [1]–[3]. Another im-
portant aspect of a modern distribution network is the intro-
duction of distributed generation (DG) on the secondary grid.
This changes the approach to system protection and operation
[4]. It affects power flows, voltage profiles, and the dynamic
behavior of the networks [5]. In light of the aforementioned
facts, distribution networks cannot be treated as passive systems
any longer. At the same time, most of the reported studies are
based on steady-state methods [6]–[14]. To analyze the effect
of the load modeling on DG planning, a traditional positive-se-
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quence load flow was applied in [6]. An unbalanced three-phase
load-flow solver was used in [7] to investigate the impact of
a widespread photovoltaic generation on the distribution net-
works. Different formulations of an optimal power flow (OPF)
were adopted in [8]–[10] to define maximum penetration levels
of the DG under different physical constraints. Evolutionary al-
gorithms for sizing and placement of distributed power sources
were presented in [11] and [12]. Analytical rules for the same
design objectives were derived in [13] and [14].

When new control and operation strategies are to be applied
to the real-life large-scale networks (to eliminate the possibility
of unpredicted system behavior, equipment malfunctioning, and
faults), they must be verified using accurate dynamic models. A
variety of simulation tools exists for power system time-domain
analysis [15], [16]. They enable circuit-level modeling and pre-
cise reconstruction of electrical variable waveforms. However,
in many cases, the application of these tools has been limited
to relatively small networks [17]–[22]. This stems from the fact
that entire networks have been modeled using only mouse-based
functions of graphical user interfaces (GUIs). This approach
is not suitable for a representation of extremely large systems
having thousands of nodes and branches. Additional constraints
were imposed by computer resources and software limitations.

Recently, an effective technique for building and maintaining
time-domain models of large networks in the Electromagnetic
Transients Program (EMTP) EMTP-RV [23] was reported in
[24] and [25]. This technique is based on an automatic transla-
tion of text data into a GUI model using scripting (JavaScript). It
was shown that the resulting model of the network can serve as
a unified framework for different types of power system studies.
Frequently, transient analyses are required to supplement other
study techniques for the investigation of electrical networks.

In this paper, a new approach to the transient analysis of
very large real-life three-phase distribution networks using the
EMTP EMTP-RV is presented. Due to the size of these net-
works, the complexity of their interconnections, and a strict
requirement of highly detailed modeling, it was impossible to
perform the analysis without improving computational capa-
bilities of the EMTP engine. Upon our request, the developers
of the software had enhanced its source code and provided us
with a program release having an increased maximum allowable
number of subcircuits, stack and memory sizes, and improved
prediction of matrix sparsity. The present time–domain studies
are based on accurate modeling of all main network elements
including relay protection. The process of model derivation is
fully automated and involves translation of input text files ex-
tracted directly from Con Edison’s databases into EMTP-RV
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netlists using a MATLAB script [26]. The proposed technique
has been successfully applied to four very large distribution net-
works of Consolidated Edison, Inc. of New York and was found
to be suitable for all 62 distribution networks of the company.
Time-domain simulations for varied operating conditions, in-
cluding steady state, faults, and switching scenarios are per-
formed. The obtained results for steady state were compared to
those calculated using the poly voltage load (PVL) flow pro-
gram which is a proprietary software developed by Con Edison
for the distribution network analysis. A complete agreement of
the results confirms correctness of the created dynamic models.
Currently, these models are used for validation of the next-gen-
eration (3G) smart grid concepts which are under implementa-
tion in Con Edison’s distribution networks and investigation of
the impact of DG penetration on operational strategies, protec-
tion, and control.

The main contribution of this paper is to present exper-
imentally validated time-domain simulations of very large
distribution networks, including substation, feeders, and sec-
ondary grid. These components are modeled and simulated
with the sufficient level of precision and detail necessary to
reproduce, in time domain, real-life measurements including
correct sequences of operation for hundreds of relay protection
devices. This paper demonstrates the fact that these days, ex-
isting software and available computational power of personal
computers are enough to perform accurate transient analysis of
extremely large and complex power systems which significantly
facilitate implementation of the new smart grid technologies.

The rest of this paper is organized as follows. Section II de-
scribes a circuit modeling technique for very large distribution
networks. The structure and operating parameters of one of the
investigated Con Edison networks are presented in Section III.
The results of time-domain simulation are shown and discussed
in Section IV together with a comparative analysis. Finally, the
conclusions of this paper are given in Section V.

II. DISTRIBUTION NETWORK MODELING

A. Typical Network Architecture

Urban distribution networks are a very complex intercon-
nected system. For example, in New York City (NYC), such
networks may contain thousands of nodes and tens of thousands
of branches on both primary feeders and secondary grid. This
makes the NYC distribution system unique and challenging. Its
typical architecture is shown in Fig. 1. As can be seen in this
figure, electrical power is supplied to the area substation that has
a number of parallel transformers equipped with tap changers.
A backup transformer (TR13 in Fig. 1) exists which operates
when one of the main transformers is out of service. The tap
changers have scheduling which depends on active power output
of the transformers to the loads. The transformers are gath-
ered into groups and can be synchronized by closing substation
breakers at the synchronization (SYN) buses. There are dozens
of primary feeders connecting the area substation to a secondary
grid through network transformers. The feeders have breakers
equipped with overcurrent relays. The network transformers op-
erate with fixed taps. Network protectors (NPs) are installed on
the secondary side of each one of the network transformers [27].

Fig. 1. Area distribution network.

These NPs prevent backfeeding from the secondary grid into the
primary network. The secondary grid represents interconnec-
tions of underground cables and overhead lines supplying elec-
trical loads. It should be noted that some of Con Edison’s dis-
tribution networks have even more complex architectures since
they include radial feeders, spot networks, and secondary grids
at different voltage levels linked together by additional network
transformers. It is obvious that manual modeling of such large
and complicated networks using the graphical user interface
(GUI) is impractical. In the following subsection, a new auto-
matic modeling approach is presented. It allows generating dy-
namic models of distribution networks having very large size.

B. Modeling Approach

To perform time-domain simulation in any EMTP-like soft-
ware, a graphical model designed using a graphical user inter-
face (GUI) is translated first into a description language called
netlist. This netlist provides information about the connectivity
of the design. Since distribution networks consist of a very large
number of similar elements, the following modeling approach
can be adopted. The GUI of the EMTP is used only to derive
detailed prototype models for each group of network elements
(i.e., one model for all network transformers, one model for all
breakers, and so forth). Applying this technique, the following
prototype models were derived:

• area substation transformer with tap changer;
• breaker;
• overcurrent protection;
• overvoltage protection;
• undervoltage protection;
• directional power protection;
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Fig. 2. Scheme of the breaker model.

• directional overcurrent protection;
• network transformer;
• network protector;
• unit substation transformers.
In addition, some built-in models in the EMTP-RV were

adopted, such as PI-section, grounding zigzag transformer,
RLC branch, ideal switch, and load.

The created prototype models were converted into the subcir-
cuit netlist files. Then, the netlist generation process has been
automated. The input text data files of the PVL load-flow pro-
gram, which contain specifications of all network elements and
connectivity information, were used to calculate the parame-
ters, update subcircuit prototype models, and reproduce net-
work architecture in MATLAB. For this purpose, a special script
called PVL-EMTP Translator has been written. The output of
this translator is a complete network netlist which can be auto-
matically loaded into the EMTP to perform the simulation. The
correctness of the derived model is verified at the result pro-
cessing stage where all connections, branch impedances, net-
work currents, and node voltages are compared to those calcu-
lated using PVL.

In the following subsections, some subcircuit prototype
models are described in more detail to provide more informa-
tion on model complexity.

C. Substation Transformer Model

The substation transformers are modeled according to the
D/Y-reactor-grounded scheme. All of the parameters are calcu-
lated from the specification files. The model includes a precise
implementation of the tap changers logic with their time delay
and deadband. The secondary reference voltage is scheduled ac-
cording to the measured active power of the transformer load.
This load is calculated in a measurement block which outputs
also the actual voltage at the secondary side of the transformer.

D. Feeder Breaker Model

Feeder breakers are represented as controlled three-phase
switches. Their control logic is shown schematically in Fig. 2.
As can be seen in this figure, measured rms values of the phase
currents flowing through the breaker are compared with the
selected tripping current. The rms values were obtained using
a built-in EMTP block which calculates true rms by means of

Fig. 3. Scheme of a network protector model.

numerical integration over a sliding window. Time integration
is used to ensure that the tripping command will be generated
only if one of the phase currents exceeds this threshold for a
predefined period of time. After this period, the breaker opens
when a zero crossing of the phase currents is detected after
a prespecified period of time which models the mechanical
delay of the device. Each breaker in the distribution network
has its own tripping current and delay settings according to
the specifications [28]. In addition, the developed switching
logic of the model enables commanded (manual) opening and
reclosing of every breaker in the network.

E. Feeder and Secondary Grid Models

Feeder conductors and secondary grid are modeled using
three-phase PI sections with mutual inductances and capac-
itances between the phases [23]. Parameters of each section
were calculated using the database information which includes
section length, positive- and zero-sequence impedances, and
charging reactive power.

F. Network Transformer Model

Most of the network transformers are connected D/Y-
grounded and operate with fixed turn ratios. They are modeled
in detail following the technique used in [29]. The network
transformer models include saturation of the magnetizing curve,
but not hysteresis. Parameters of each network transformer,
including its nonlinear magnetizing curve, were automatically
calculated from the datasheet information.

G. Network Protector Model

Network protector models in the present studies are imple-
mented in accordance with IEEE Standard C37.06 2009 [26].
There are five functional blocks in each model. Their schematic
diagram is given in Fig. 3. Two measurement blocks are used to
derive information about voltages, currents, and active powers
required by the tripping and closing functions. Tripping of the
network protectors is primary based on reverse flow of active
power from the secondary grid into the primary. The following
automatic tripping functions were implemented: sensitive trip,
time-delay trip, and insensitive trip.

The closing of the network protectors takes place according
to the normal closing function described in [27]. Operational
logic of the tripping and control functions reproduces an exact
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Fig. 4. High-tension customer model.

behavior of the real-life network protectors with all of the con-
versions and delays. Power switches are modeled with corre-
sponding snubber circuits.

H. High-Tension Customer Model

High-tension customers are supplied by a number of power
transformers connected to a common bus on the secondary side.
To accurately account for the impact of these customers on the
distribution network operation, they were modeled with a high
level of detail according to the scheme shown in Fig. 4. The
power transformer presented in this figure is modeled consid-
ering the nonlinear magnetization curve just as it is was done for
the network transformers. The HV breaker model is equipped
with overcurrent, overvoltage and undervoltage protection re-
lays with individual settings for each customer. Similarly, the
LV breaker model on the customer side has individual relay set-
tings of directional current and power protections.

I. Unit Substation Model

Unit substation step-down transformers are used to supply
4.16-kV subnetworks. These subnetworks do not form a sec-
ondary grid shown in Fig. 1. Instead, they represent feeders con-
necting different unit substations and loads distributed along
them. The unit substation transformers are modeled generally
just as the network transformers with the reverse current and re-
verse power protection installed at the secondary side.

J. Load Model

For the present studies, a built-in EMTP-RV model of elec-
trical load has been adopted. It assumes a parallel (or series)
connection of resistive and inductive elements. As a result, a
constant power power-quality (PQ) load model used in PVL
load-flow calculation is converted by the EMTP into a parallel
RL branch placed on each phase.

K. Transmission System Model

The transmission system (including generation) is modeled
using a Thevenin equivalent circuit at the high–voltage side of
the area substation as it is commonly accepted for the analysis
of distribution networks.

TABLE I
ELEMENTS OF THE SUTTON NETWORK

TABLE II
LOADING CONDITIONS OF THE SUTTON NETWORK

III. TESTED NETWORKS

A. Sutton Network

The Sutton distribution network supplies electrical loads be-
tween East 57nd and East 52nd streets from north to south,
and between 1st and 5th avenues from east to west in Man-
hattan, NYC. An architecture of the network is shown in Fig.
1. A complete summary of all modeled elements is given in
Table I. As can be concluded from this table, the Sutton network
has more than two-and-a-half thousand three-phase branches
(transformers as well as primary feeder and secondary grid sec-
tions). The total number of its three-phase nodes is 2333 (6999
total nodes). The transmission-side voltage of the area substa-
tion is 69 kV. The primary operates at 13.8 kV whereas elec-
trical loads at the secondary grid consume power at voltage
levels of 120/208 V.

Operational conditions of the Sutton network for peak and
light loading cases are summarized in Table II. The active and
reactive power demands given in this table describe an aggre-
gate load of the distribution network. At the same time, total
active and reactive powers stand for power consumption from
the transmission system.

B. Flushing Network

The Flushing distribution network is located in Northern
Queens, NYC. This network is probably one of the largest
metropolitan distribution networks in the world. Indeed, it has
24 358 three-phase nodes, almost 30 000 three-phase branches
counting feeder and secondary grid sections, and transformers.
A detailed list of the elements composing the Flushing network
is given in Table III. Five substation transformers are supplied
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TABLE III
ELEMENTS OF THE FLUSHING NETWORK

TABLE IV
LOADING CONDITIONS OF THE FLUSHING NETWORK

at 138 kV from the transmission system. Thirty primary feeders
operate at 27 kV. The secondary grid includes 17 462 sections
and 6918 electrical loads at 120/208 V. The Flushing network
also includes a high-voltage (4 kV) subnetwork which consists
of 20 unit substations interconnected by the overhead lines
having 3196 three-phase sections. The distribution network
also supplies power to the spot networks of large individual
customers at 460 V. The configuration of this very large
metropolitan network is very complex and is not shown here.
Operational conditions of the Flushing network for peak and
light loading conditions are given in Table IV.

IV. SIMULATION RESULTS

A. Steady-State Validation of Sutton Network Model

Before performing transient analyses of the investigated net-
works and drawing any conclusions, the time-domain models

Fig. 5. Comparison of the primary currents of the Sutton network calculated
using the PVL load-flow program and EMTP time-domain simulator.

Fig. 6. Comparison of the secondary currents of the Sutton network calculated
using the PVL load-flow program and EMTP time-domain simulator.

must be validated. This is due to the fact that even small mod-
eling errors may result in significant changes in steady-state and
dynamic behavior of large complex systems. Thus, to obtain ac-
curate results, all developed custom models, introduced in Sec-
tion II, were tested individually using time-domain simulations.
For the sake of brevity, this process is not described here. In-
stead, verification of the steady-state results obtained in EMTP
simulations for the complete model of the distribution network
are given in more detail hereafter.

To verify the correctness of the model, a comparison tool
has been written in MATLAB. It compares connectivity of
the system, branch impedances, currents, and node voltages
calculated using the EMTP time-domain simulations and PVL
load-flow program. The comparison results for the peak loading
are shown graphically in Figs. 5 and 6. As can be seen in these
figures, a very good match exists between the results. Indeed,
most of the relative differences in the rms values of the primary
feeder currents shown in Fig. 5 are within 1%. The maximum
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TABLE V
COMPARISON OF THE THREE-PHASE SHORT-CIRCUIT CURRENTS IN THE

SUTTON NETWORK (FAULTS ARE IN THE PRIMARY SUBNETWORK)

TABLE VI
COMPARISON OF THE THREE-PHASE SHORT-CIRCUIT CURRENTS IN THE

SUTTON NETWORK (FAULTS ARE IN THE SECONDARY SUBNETWORK)

relative difference is 3.5%. It corresponds to the absolute cur-
rent difference of only 0.07 A. At the same time, the maximum
absolute difference of 0.92 A introduces only 0.6% of the
relative error in the rms value of the primary feeder current.
Differences in the calculated secondary grid currents are given
in Fig. 6. Most of these differences are within a few percent.
The largest relative difference of 18.1% corresponds to 0.64
A of the absolute current difference. The maximum absolute
difference is 18 A, but it makes up slightly less than 1% of
the relative difference. The small differences are attributed to
two reasons: 1) numeric inaccuracy of the specific database
impedances used for the netlist generation and 2) the display of
few significant digits in the load-flow results of PVL.

As was mentioned previously, the Sutton network has 2333
three-phase nodes. The maximum relative difference of the volt-
ages in all of these nodes is 0.029%. Similar comparison results
were obtained for the light loading case proving the validity of
the derived dynamic model.

The validation of the EMTP simulation results against the
PVL output has been carried out for the cases of three-phase
short circuits in the primary and secondary subnetworks. In the
primary subnetwork, three fault locations were chosen at the
following points:

1) head of the feeder (area substation bus);
2) middle of the feeder branch 2;
3) end of the feeder branch 3 (primaries of the most distant

network transformer).
A comparison of the fault currents for one of the primary

feeders is presented in Table V. In the secondary subnetwork,
three-phase short circuits were simulated at service boxes and
transformer vaults. The obtained results for two of them are
given in Table VI. A maximum relative difference between node
voltages obtained using EMTP and PVL was below 0.05% for
all of the cases of the three-phase short circuits in primary and
secondary subnetworks.

It should be noted that in the present work that the load-flow
solution of the EMTP was not used. This is because the
EMTP-RV does not have steady-state models (for use in the
load flow) of network protectors. Instead, the time-domain
(steady-state) results of the EMTP are compared at every step

of the automatic network reconfiguration. The PVL program is
capable of updating the system model iteratively based on the
status of every network protector in the network. As a result,
using the obtained currents and voltages, it was possible to
confirm that hundreds of these devices, which were accurately
modeled in EMTP, operate correctly in time domain and in
accordance with PVL.

As was mentioned previously, the EMTP models of the
real-life distribution networks, which were described here, are
used to design and implement smart grid, investigate penetra-
tion of distributed generation and develop operational strategies
for these new conditions. For such studies, a large number of
synchronous machine models should be properly initialized.
It was shown in [24] that this goal can be promptly achieved
using the EMTP load-flow solution. For validation purposes,
the results will also be compared to the initial PVL solution in
a sequel paper.

B. Transient Analysis Using the Sutton Network Model

In order to verify the correctness of the produced results,
some real transient events that took place in the Sutton dis-
tribution network were simulated. The simulation output has
been compared with actual electrical signals recorded at the sec-
ondary side of the area substation transformer by PQNode hard-
ware [27] and processed in PQView software [28]. Some of the
obtained results are presented below.

The first case consists of a single-line-to-ground fault that
has occurred at the terminals of a network transformer. The
transformer is supplied from the underground feeder as shown
schematically in Fig. 7. This feeder is one of the 12 primary
feeders connected to the 13.8-kV bus between substation
transformer TR2 and synchronization bus SYN BUS SOUTH
depicted in Fig. 1. A measurement unit is installed at the sec-
ondary side of the area substation transformer TR2 and records
phase and neutral currents and voltages. Based on available
measured data, the network loading used in the simulation has
been adjusted in order to match the prefault values of currents
and voltages at the transformer terminals. The simulation starts
at steady-state operating conditions. A single-phase-to-ground
short circuit occurs in phase A of the network transformer at
34.5 ms. This fault is isolated after approximately 6 cycles of
the fundamental frequency by the corresponding feeder breaker
tripping and network protector openings. The simulation and
measurement results are compared in Figs. 8–15.

It may be concluded from the waveform analysis that the
EMTP simulation has successfully reproduced not only the
prefault, fault, and postfault behavior at the low frequencies,
but it also has captured the high-frequency phenomena. For
example, the first peaks of the simulated and measured fault
currents marked in Fig. 9 have a difference of only 5.4%
(3781.7 A versus 3997.2 A). These peaks are shown in Fig. 10
in more detail. One may notice that in this figure the maximum
magnitudes of the simulated and measured currents were
obtained at the same time instant (39.6 ms). As can be seen
in Fig. 11, the single-phase fault in phase A results in the
transient overvoltage in phase B. An enlarged picture of this
transient is given in Fig. 12. A relative difference between the
measured peak voltage and the simulated one is slightly less
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Fig. 7. Location of a single-phase-to-ground short circuit.

Fig. 8. Phase A (faulted phase) voltage at the secondary terminals of the area
substation transformer.

Fig. 9. Phase A (unfaulted phase) current at the secondary terminals of the area
substation transformer.

than 7% (17,135 V versus 15,942 V). Once again, these values
were achieved at exactly the same time instant (35.09 ms).
After a complete isolation of the single-line-to-ground fault
at approximately 135 ms, the oscillatory transients with very
close frequencies of the oscillations can be observed in Figs. 8,
11, and 14.

In the second case presented in this paper, two consecutive
single-line-to-ground faults occurred in phases A and B at the
terminals of two adjacent network transformers shown in Fig.
16. As in the previous case, voltage and current records were
obtained from the measurement unit installed at the secondary

Fig. 10. First peak of the fault current in phase A at the secondary terminals of
the area substation transformer.

Fig. 11. Phase B (unfaulted phase) voltage at the secondary terminals of the
area substation transformer.

Fig. 12. Phase B (unfaulted phase) voltage at the secondary terminals of the
area substation transformer (zoomed in).

side of the substation transformer TR2. Again, all voltage and
current waveforms were successfully reproduced in the EMTP
simulation. Indeed, as can be seen in Figs. 17–19, the simulated
currents repeat the behavior of the measured ones very closely.
A single-phase-to-ground short circuit occurred in phase A of
the first network transformer at a time instant of 41.67 ms. This
causes excessive current to flow in phase A of the area substa-
tion transformer TR2. A comparison of the corresponding mea-
sured and simulated current waveforms is presented in Fig. 17.
A second single-phase-to-ground short circuit was detected by
the PQNode at time instant 130.1 ms in phase B of the second
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Fig. 13. Phase B (unfaulted phase) current at the secondary terminals of the
area substation transformer.

Fig. 14. Phase C (unfaulted phase) voltage at the secondary terminals of the
area substation transformer.

Fig. 15. Phase C (unfaulted phase) current at the secondary terminals of the
area substation transformer.

network transformer depicted in Fig. 16. The current waveform
of this phase recorded at the secondary side of the area trans-
former is also properly reproduced in the time-domain simula-
tion of the developed EMTP model as can be seen in Fig. 18. The
results shown in Fig. 19 demonstrate a good match between the
measured and simulated currents in phase C.

The presented validation technique and time-domain anal-
ysis method have also been applied to the Flushing network
described previously in the text and two more distribution
networks of Con Edison: Randall’s Island and Fordham. These

Fig. 16. Location of two single-phase-to-ground short circuits at the terminals
of two adjacent network transformers.

Fig. 17. Phase A (faulted phase) current at the secondary terminals of the area
substation transformer in the case of two single-line-to-ground faults.

Fig. 18. Phase B (faulted phase) current at the secondary terminals of the area
substation transformer in the case of two single-line-to-ground faults.

networks have different structures, configurations, and size.
However, for all of these networks, the EMTP simulation
results matched the load-flow output and actual measurements
under different loading conditions, contingencies, as well as
symmetrical and asymmetrical short circuits. Each real-life
fault scenario has been accurately reproduced in the simulation
including proper operation of the highly complex relay protec-
tion schemes.
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Fig. 19. Phase C (unfaulted phase) current at the secondary terminals of the
area substation transformer in the case of two single-line-to-ground faults.

TABLE VII
NETWORK DATA SUMMARY

V. MODEL COMPLEXITY AND SIMULATION TIMING

In this paper, all of the EMTP simulations were carried out
using a PC computer having an Intel Core i7 CPU 975 processor
operating at 3.33 GHz and installed RAM memory of 24 GB.
Although the processor has eight cores, only one of them was
exploited at a time since the current version of EMTP-RV does
not support parallel computations. The integration step in all of
the simulations was chosen to be equal to 65.1 s (256 points
per fundamental period) in order to match the sampling time
of the PQNode measurement unit. The total simulation time of
each EMTP simulation was equal to 183.3 ms (11 periods at
the fundamental frequency) to exactly match the buffer of the
measurement unit.

The network data summary for the Sutton and Flushing dis-
tribution networks is given in Table VII. It was extracted from
the EMTP report and lists the number of control system signals,
number of network nodes, number of devices, etc. Analyzing
this data one may notice the tremendous size of the simulated
models. Indeed, they include several hundreds of thousands of
control-system signals and network devices, and tens of thou-
sands of nodes. As a result, at each integration step in the time
domain, very large systems of equations should be solved iter-
atively. In order to do it, EMTP-RV exploits the Newton algo-
rithm which enables keeping a mean number of iterations for
each integration step small [32]. In all of the simulations, this
parameter was smaller than 1.38 for the Sutton network and
smaller than 1.99 for the Flushing network. The largest net-
work reported so far in the literature had a size of the system
matrix of about 12 000 with a number of its nonzero elements
equal to 50 269 [24]. The size of the systems of equations for the

TABLE VIII
SIMULATION STATISTICS

Flushing network is about 8.73 times larger whereas the number
of its nonzeros is 15.66 times larger.

Finally, the elapsed CPU time required to complete each one
of the simulations should be analyzed. The detailed simulation
statistics as reported by EMTP-RV are given in Table VIII. Here,
it can be observed that the total time required to simulate the
Flushing network was 24.23 times longer than that required to
obtain the solution for the Sutton network. At the same time,
the main system of equations of Flushing is only 7.06 times
larger than that of Sutton. The number of non-zeros is 8.65 times
larger.

VI. CONCLUDING REMARKS

This paper has presented a new approach to accurately
model and simulate very large electrical distribution networks
in the time domain. It was shown that the proposed technique
is suitable for transient and steady-state analyses of real-life
systems with a detailed representation of their power and
control components. The obtained simulation results have been
verified against the output of the load-flow program used by
the distribution company and field measurements. Good match
has been found between simulations and recordings of several
real transient events. The dynamic models derived in this paper
can be used for the investigation of the distributed generation
impact on the network operation and the development of the
smart grid concepts.
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